El impacto de los sistemas de inteligencia
artificial en la negociacion colectiva, y
los nuevos derechos y obligaciones
digitales

The impact of artificial intelligence systems on collective
bargaining

El V AENC representa un importante marco regulatorio para la aplicacion de la Inteligencia
Artificial (IA) en las relaciones laborales, marco mediante el cual los convenios colectivos
pueden desempenar un papel central en la regulacion de esta tecnologia disruptiva. Sin em-
bargo, este estudio muestra que este papel atin es muy limitado, especialmente considerando
que los nuevos derechos y deberes digitales relacionados con la IA y la gestion algoritmica,
como los de supervision, explicacion, revision y rectificacion, principalmente en lo que res-
pecta a las decisiones automatizadas, atin son en gran medida inéditos en nuestros convenios
colectivos. Ademas, una de las premisas contenidas en dicho V AENC, relativa al desarrollo
de un necesario «control humano» de la IA, presenta evidentes dificultades técnicas, espe-
cialmente en lo que respecta a los sistemas mas avanzados de esta tecnologia, dificultades que
deberan abordarse de forma mas especifica en la futura negociacion colectiva.

Adimen Artifiziala (IA) lan-harremanetan aplikatzeko AENC V arau-esparru garrantzitsua
da. Esparru horren bidez, hitzarmen kolektiboek funtsezko zeregina bete dezakete teknologia
disruptibo horren erregulazioan. Hala ere, azterlan honek erakusten du zeregin hori oraindik
oso mugatua dela, bereziki kontuan hartuta IArekin eta kudeaketa algoritmikoarekin lotutako
eskubide eta betebehar digital berriak, hala nola gainbegiratze, azalpen, berrikuspen eta zu-
zenketakoak, batez ere erabaki automatizatuei dagokienez, neurri handi batean gure hitzar-
men kolektiboetan oraindik ez direla argitaratu. Gainera, IHren beharrezko «giza kontrola»
garatzeari buruzko V. AENC horretan jasotako premisetako batek zailtasun tekniko nabarme-
nak ditu, batez ere teknologia horren sistema aurreratuenei dagokienez, eta zailtasun horiei
modu espezifikoagoan heldu beharko zaie etorkizuneko negoziazio kolektiboan.

The V AENC represents an important regulatory framework for the application of Al in
labor relations, in which collective agreements can play a central role in regulating this
disruptive technology. However, this study shows that this role is still very limited, especially
considering that the new digital rights and duties related to AI and algorithmic management,
such as those of supervision, explanation, review, and rectification, mainly with respect to
automated decisions, are still and to a large extent unpublished in our collective agreements.
In addition, one of the premises contained in that V AENC regarding the development of a
necessary «<human control» of Al has evident technical difficulties, especially with respect to
the most advanced systems of this technology, difficulties that will have to be addressed more
specifically by future collective bargaining.
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1. INTRODUCCION

Si examinamos las estadisticas que provienen de organismos como la OCDE en
relacién con los parametros esenciales de la negociacion colectiva en esos paises
(OCDE 2025), parametros tales como numero de convenios, trabajadores incluidos
en su ambito de cobertura, intensidad regulatoria y trascendencia de las materias
ordenadas, podremos deducir que, en términos generales, la negociacion colectiva
sigue ocupando un lugar central en la “gobernanza” de las relaciones laborales en
multiples paises. Es, por tanto, y en la actualidad, el principal vehiculo de ordena-
cion de las condiciones de trabajo en la mayoria de los paises desarrollados y ostenta
un papel relevante en muchas economias emergentes.

Lo anterior ha de ser rdpidamente matizado, en el sentido de que esa centrali-
dad ha sido claramente limitada en una serie de paises, principalmente debido a fac-
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tores tales como la crisis econdmica, la globalizacién o la falta de apoyo institucio-
nal. (Visser, J., Hayter S. y Gammarano, R. 2017).

Sin embargo, visto desde la perspectiva histérica, desde los inicios del siglo XX
hasta la segunda década del siglo XXI, lo cierto es que la gran mayoria de los siste-
mas de relaciones laborales occidentales —tal vez la mayor excepcién es USA- no
han desarrollado alternativas regulatorias importantes a través de la norma estatal o
el contrato de trabajo que hayan relegado a la marginalidad al sistema laboral de ne-
gociacion colectiva (Eurofound, 2022).

Los factores que han limitado el protagonismo de la negociacién colectiva segu-
ramente volveran bien cuando se den en ciclos determinados —caso de la crisis eco-
ndémica o pandémica- o bien con toda probabilidad van a seguir estando presentes
—caso de la globalizacion y sus recientes evoluciones contrarias.

Por tanto, y desde la perspectiva del debate actual, a la negociacion colectiva se
le sigue reconociendo un papel central o tendencialmente central en multiples siste-
mas de relaciones laborales. Materias como la estructura y cuantia salariales, el
tiempo de trabajo, la clasificacion profesional y la mayor polivalencia funcional o la
formacién permanente en el puesto de trabajo solo pueden desarrollar el protago-
nismo que se les requiere en el ambito de las relaciones laborales mediante la nego-
ciacion colectiva.

Sin embargo, el verdadero desatio que actualmente debe afrontar la negociacién
colectiva es la disrupcion sistémica y global que representan y representaran las
nuevas tecnologias, y muy especialmente, entre ellas, la que se considera como la
tecnologia central, que es la IAl, y el riesgo de ser desplazada de una forma general
hacia una relativa marginalidad reguladora por las alteraciones radicales que la IA
introduce en la organizacion del trabajo, en especial, y en la empresa, en general
(OIT 2025).

Asi, tecnologias como la IA y las relacionadas con ella, tales como la IoT (inter-
net de las cosas) o la robética, pueden provocar un cambio acentuado en las funcio-
nes a desarrollar por las personas trabajadoras, tanto en su interaccion con las mis-
mas, como en las condiciones materiales en que se desarrolla su prestacion.

1 A nuestros efectos, vamos a considerar como sistema de IA aquel definido en el art. 3.1 del Regla-
mento 2024/1698 del Parlamento Europeo y del Consejo, de 13 de junio de 2024, por el que se es-
tablecen normas armonizadas en materia de inteligencia artificial (RIA, en adelante) que practica-
mente se reproduce en la otra norma fundamental en materia de IA, la del Council of Europe
Framework Convention on Artificial Intelligence and Human Rights , Democracy and Rule of
Law, de 5 de septiembre de 2024 (Convenio Marco, en adelante), en su art. 2, esto es “un sistema
basado en una maquina que esta disefiado para funcionar con distintos niveles de autonomia y
que puede mostrar capacidad de adaptacion tras el despliegue, y que, para objetivos explicitos o
implicitos, infiere de la informacion de entrada que recibe la manera de generar resultados de sali-
da, como predicciones, contenidos, recomendaciones o decisiones, que pueden influir en entornos
fisicos o virtuales”.
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Como ya hemos sefialado en otro lugar (Del Rey Guanter, S. 2017), la “gran
convergencia” de las tecnologias disruptivas, retroalimentadas entre si para escalar
en sus efectos innovadores — IA respecto a robdtica o 10T, o estas dos dltimas entre
si - implica una aceleracién exponencial en los cambios, al mismo tiempo que acen-
tua una clara imprevisibilidad respecto a su impacto en el mercado de trabajo, en las
relaciones laborales o en la propia negociaciéon colectiva como sistema (Doellgast,
V. et al. 2025), (OIT 2025).

Se trata, ademas, de un impacto sistémico sobre todos los pilares subjetivos y obje-
tivos sobre los que se basa el sistema de relaciones laborales, en tanto que las innova-
ciones provocadas por la IA: a) afectan a todas las personas trabajadoras, con indepen-
dencia de género o edad; b) impactan en todas las ocupaciones profesionales, desde las
menos hasta las mas cualificadas, con especial incidencia en las de cardcter interme-
dio; ¢) inciden en todos los paises, sea cual sea su nivel de desarrollo, haciendo que en
gran medida puedan pasar -o “saltar”- en cuestion de pocos afios a estadios de “madu-
rez” industrial o de servicios que en otros paises han necesitado muchas décadas de
evoluciéon econdmica y social; d) alteran todos los sectores econémicos: agricultura,
construccion, industria y servicios, con consecuencias asimétricas, pero disruptivas en
todos ellos; y, en fin, e) repercuten en todo tipo de empresas, con independencia de su
tamarno, desde las mds micro (incluyendo auténomos) hasta las multinacionales de
mayor tamaifio y con alto grado de globalizacion en su organizacion.

Obviamente lo anterior no se traduce en procesos simétricos y regulares, sino
que, dependiendo de cémo se adopten y apliquen los sistemas de IA y sus “agentes”
(“Al agents”), y de las caracteristicas diferenciales que tengan los sectores econdmi-
cos, empresariales, ocupacionales, organizativos, productivos y técnicos, tendra
efectos diversos en tiempo, intensidad, espacio, etc. Pero, en cualquier caso, tanto en
el presente como, especialmente, en un futuro inmediato asistiremos, de forma gra-
dual o més repentina, a un cambio sustancial en la forma de producir o prestar el
servicio.

Todo ello incidira en la organizacién del trabajo, en el mercado laboral, en la
gestion de las personas trabajadoras y, desde luego, en el marco regulatorio laboral,
en general, y en la negociacidn colectiva en especial (OIT 2025), (Eurofound, 2024),
(Banco Santander, 2025). Por lo que se refiere a esta ultima, esas tecnologias van a
afectar no solo a la relacion de la negociacion colectiva con las otras fuentes regula-
torias como la norma estatal, el contrato de trabajo o las facultades empresariales
unilaterales de ordenacion (Del Rey Guanter, S; Ginés A., (Dir.) 2023), sino a los
propios elementos definitorios del sistema negocial (dmbito subjetivo, &mbito fun-
cional, tipos de acuerdos colectivos, proceso de negociacion, materias a negociar, ni-
veles de negociacion...) (OIT 2025).

De lo anterior son conscientes nuestros interlocutores sociales, como demuestra
la incorporacion al Capitulo XVI del V. AENC de unos apartados dedicados a las
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nuevas tecnologias, en general, y a la IA en particular, y en los que se llama a los
convenios y acuerdos colectivos a asumir un especial protagonismo.

Nuestro objetivo en este estudio es analizar cdmo la negociacién colectiva
mds reciente estd afrontando ese reto del V AENC sobre la regulacién de la IA,
especialmente en dos aspectos esenciales, como son el desarrollo del “control
humano” y el establecimiento de nuevos deberes y derechos para asegurar dicho
control.

Aunque podemos ya avanzar la insuficiencia de esa regulacién convencional,
examinaremos qué nuevos contenidos pueden desarrollar los convenios colectivos
respecto a ese “control humano”, siguiendo basicamente para ello las lineas de debe-
res y derechos que establece el articulado de la Directiva (UE) 2024/2831, de 23 de
octubre de 2024, relativa a la mejora de las condiciones laborales en el trabajo en
plataformas (Directiva de plataformas, en adelante). Dicho articulado se considera
como base para una regulacién mas general de la IA en el lugar de trabajo, como ha
concluido el CESE? y se contiene en una importante iniciativa de propuesta de Di-
rectiva del Parlamento Europeo actualmente en tramitacion?.

Son estas regulaciones de la UE, en vigor o en tramitacion, las que establecen
las bases para la ordenacién por la negociacidon colectiva del impacto de la IA en
las condiciones de trabajo, de forma que debemos analizar si aquellas dejan espa-
cio para que los convenios y acuerdos colectivos desarrollen todo su potencial al
respecto.

2. LA REGULACION DE LA IA EN LA NEGOCIACION COLECTIVA
RECIENTE: RASGOS MAS DESTACADOS

2.1.Principios esenciales en el V AENC sobre IA

El marco en el que tenemos que analizar la regulacion contenida en la negocia-
cion colectiva mas reciente es el contemplado en el V. AENC de 2023%. De ahi que
debamos considerar previamente sus lineas generales para determinar el nivel de se-

2 Comité Econémico y Social Europeo, Opinién de 22 de enero de 2025, en especial sus conclusiones.

3 Borrador del “Informe legislativo de iniciativa propia del Parlamento Europeo” de 12 de junio de
2025 con “Recomendaciones a la Comision sobre la Digitalizacion, la IA y la Gestion Algoritmica en
el Lugar de Trabajo”, en cuyo Anexo se contiene una propuesta de Directiva “Sobre Gestién Algorit-
mica en el Lugar de Trabajo”. Nos referiremos a este documento en adelante como propuesta de Di-
rectiva.

4 El'V Acuerdo para el Empleo y la Negociacion Colectiva 2023 (AENC), en su capitulo XVI dedicado
a la “Transicion Tecnoldgica, Digital y Ecolégica” contempla dos apartados trascendentes a nuestros
efectos. El primero, dedicado a la “Transicién tecnoldgica y digital”, para el incremento de su pro-
ductividad y competitividad. El otro apartado, mds relevante aun a efectos de este estudio, es el 3:
“Inteligencia Artificial (IA) y garantia del principio de control humano y derecho a la informacién
sobre los algoritmos”.
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guimiento en la negociacién colectiva reciente de tales lineas y su nivel de innova-
cion al respecto. Dado el caracter del Acuerdo, obligacional y no normativo, su apli-
cacion no es estrictamente obligatoria, aunque las partes muestren su interés y
voluntad de trasladarlo a los convenios colectivos.

El Acuerdo se basa en tres principios: Primero, la importancia de dar infor-
macién “transparente y entendible” sobre algoritmos e IA, tanto a los represen-
tantes como a las personas trabajadoras. Segundo, evitar sesgos discriminatorios
en el uso y resultados de la IA en la gestion laboral de tales personas. Tercero -y a
este principio le vamos a prestar especial atencién-, la obligacién de garantizar el
control humano sobre la IA y la gestion algoritmica. Como veremos, la principal
incdgnita sobre este ultimo principio es si su implementacion resulta técnicamen-
te posible.

2.2.La IA en los convenios colectivos recientes

A continuacidn, vamos a resefiar las cldusulas mas relevantes sobre IA en diver-
sos convenios colectivos recientes — principalmente en el periodo de vigencia de lo
establecido en el V AENC sobre el tema- tanto el ambito estatal como el autonémi-
co, provincial y de empresa®.

Un primer grupo de convenios son aquellos que se limitan a una llamada gené-
rica para una adecuada utilizacidon de la IA bajo los principios de transparencia, ra-
zonabilidad y ética®.

Un segundo grupo de convenios colectivos se relaciona con el deber de infor-
macién empresarial establecido en el art. 64.4 d) ET”. No obstante, esta obligacion

5 Enlos convenios colectivos referidos a continuacién se ha utilizado el archivo al respecto del Institu-
to Cuatrecasas de Estrategia Legal en Recursos Humano, recopilado por su Office Manager, Sandra
Peris Sampedro.

6 III Convenio colectivo de ambito estatal de la industria de produccion audiovisual (técnicos), (BOE
de 6 de abril de 2024): “Disposicion adicional cuarta. Las partes firmantes del presente convenio se
comprometen a realizar un uso transparente, razonado y ético de la inteligencia artificial, conforme
a los criterios y reglas que se establezcan en la normativa de aplicacion”.

7 Convenio colectivo del sector de las industrias siderometaltrgicas de la provincia de Sevilla (2024-
2026) (BOPSE, 6 de noviembre 2024): “art. 22. Representacion Colectiva; Convenio colectivo de tra-
bajo de establecimientos sanitarios de hospitalizacion, asistencia, consulta y laboratorios de anélisis
clinicos de Cataluia (2023-2025) ( DOGC de 23 de septiembre 2024), art. 55 h); Convenio Colectivo
Estatal de Comercio de Distribuidores de Especialidades y Productos Farmacéuticos (BOE de 23 de
Septiembre de 2022) art. 31; XXII Convenio colectivo de ambito estatal para las industrias extracti-
vas, industrias del vidrio, industrias cerdmicas y para las del comercio exclusivista de los mismos
materiales (BOE de 24 de junio de 2022) art. 94. También VIII Convenio Colectivo de SafetyKleen
Espana, SA, 2024-2026. BOE de 26 de julio de 2025 (art. 66). Convenio Colectivo de Refresco Iberia,
SAU, para los centros de trabajo de Oliva (Valencia) y Alcolea (Cérdoba) (BOE de 5 de marzo de
2025) (art. 50); X Convenio Colectivo de Danone, SA, 2022-2024 (BOE de 25 de noviembre de 2023)
(art. 57); Convenio Colectivo del Grupo Allianz, 2022-2026 (BOE 154/2023, de 29 de junio de 2023)
(art. 38).
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de informacién conoce distintas variantes. A veces, el precepto estatutario se am-
plia para referirse a una denominada “transicion digital” que evidentemente in-
cluye la gestion algoritmica y la IA%. También se sigue esta linea de concrecion in-
formativa de una forma mas centrada en la IA en el reciente convenio colectivo
para la Industria Quimica®. Ello contrasta con los convenios que se limitan a esta-
blecen un deber genérico de informar por parte de la empresa a la RLT en caso de
que se vaya a implantar la gestidon algoritmica en cualquier ambito de la relacion
laboral®.

En ocasiones, esta referencia al art. 64.4 d) ET se acompana de ciertas precisio-
nes, advirtiendo que esta informacion es especialmente relevante cuando se refiere a
la gestion algoritmica o al uso de la IA para la toma de decisiones automatizadas que
“se basen exclusivamente en modelos digitales sin intervencion humana”. Se anade
también que la informacién ha de ser inteligible, aunque al mismo tiempo estable-
ciendo importantes limitaciones, como la referida al codigo fuente!!. Otras veces, el
derecho de informacidn se intensifica al referirse a un “intento de descifrar las cla-
ves” de los algoritmos utilizados!2. En algunos convenios, este derecho de informa-
cion esta especialmente centrado en las modificaciones sustanciales de condiciones
de trabajo que pueda provocar la introduccién de nuevas tecnologias'®. Hay conve-
nios que centran este control en la fase de ingreso, sea en general o respecto a un de-
terminado colectivo!®. En el otro extremo de la vida laboral, hay convenios que se

8 Convenio Colectivo del sector de comercio de alimentacion de la provincia de A Corufa (2022-
2025) (BOPC, 31 de octubre 2022): art. 47. Transicion digital.

9 XXI Convenio Colectivo general de la industria quimica (BOE de 17 de febrero de 2025): art. 10.

10 Convenio Colectivo de Air Nostrum Engineering and Maintenance Operations, SLU, 2023-2025
(BOE de 14 de mayo de 2024): art. 10. Uso de algoritmos en las relaciones laborales.

11 Convenio Colectivo de Acciona Mobility, SA., (BOE de 21 de febrero de 2023): art. 42. Derechos di-
gitales; Convenio Colectivo de Takeaway Express Spain SL (JUST EAT) (BOE de 17 de diciembre de
2021): art. 68. Derechos digitales.

12 Convenio Colectivo de Intervento 2, SL, 2024-2027 (BOE de 5 de febrero de 2025): ANEXO II. Pro-
tocolo de uso de dispositivos y medios, reglas de uso de los dispositivos tecnologicos.

13 XXX Convenio Colectivo de «El Norte de Castilla, S.A.», (BOCYL, 5 de marzo de 2025): art. 12. Mo-
dificaciones laborales.

14 Acuerdo de la Comisién Negociadora del Convenio Colectivo de Empresas de Hospitalizacion, In-
ternamiento, Consultas, Asistencia y Laboratorios de Analisis Clinicos de la Provincia de Sevilla y
provincia, aprobando las medidas para la igualdad y la no discriminacién de las personas LGTBI+.
(BOPS de 1 de julio de 2025) (Vigencia desde 26 de mayo de 2025): art. 1 Medidas de acceso al em-
pleo. También en relacién con este colectivo, Convenio Colectivo de Mayoristas y Exportadores de
Pescados de la Comunidad de Madrid, 2025-2027. BOCM de 1 de marzo de 2025 : Anexo II. Medi-
das planificadas para la igualdad y no discriminacién de las personas LGTBI en las empresas. Acceso
al empleo. Mds en general, pero también respecto a esta fase de ingreso, Convenio Colectivo de Co-
mercio de Optica al Detalle y Talleres Anejos de la Comunidad de Madrid, 2023-2026 (BOCM de 26
de abril de 2025): art. 10. Ingresos, periodo de prueba y ceses; Convenio Colectivo de Airbus Defence
and Space, SAU; Airbus Operations, SL, y Airbus Helicopters Esparfia, SA, 2024-2027. (BOE de 17 de
mayo de 2025) (Disposicién adicional 72).
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centran, en cuanto a las consecuencias de la implantacion de la IA, en la fase de ju-
bilacién’>.

Un nivel superior es cuando el convenio colectivo aborda directamente la posi-
bilidad o no de adopcion de decisiones automatizadas afectantes a condiciones de
trabajo o a sus limitaciones!®, incluso a veces estableciendo una matizada prohibi-

iodn17
cion'’.

En ocasiones, la regulacion convencional de la A se centra en los efectos que su
implantacion puede tener sobre las caracteristicas esenciales que tiene la prestacion
de servicios para la persona humana's.

Hay convenios en los que se crea un érgano de seguimiento, cuando la IA puede
d . . . . «s .7 h ))19
adoptar decisiones automatizadas sin “intervencién humana”®.

En otras ocasiones, se hace un llamamiento general a la aplicacion de la norma-
tiva europea una vez sea traspuesta a nuestra normativa interna, tal vez ignorando
que hay normas europeas, como el RIA, que no necesitan trasposicion por ser de
aplicacion directa?.

15 XXVI Convenio Colectivo de Nokia Spain, SA, (BOE de 30 de agosto de 2024): art. 54. Ju-
bilacién forzosa. Ta mbién III Convenio colectivo de Telefénica de Espafia, SAU; Telefénica
Moviles Espafia, SAU y Telefénica Soluciones de Informética y Comunicaciones, SAU, (BOE
de 28 de febrero de 2024): art. 12 bis. Jubilacién forzosa. En el mismo sentido, Convenio
colectivo de Deutsche Telekom Business Solutions Iberia, SLU., (BOE de 11 de agosto de
2023) (art. 60).

16 Convenio Colectivo de empresas de mediacién de seguros privados, (BOE de 15 de noviembre de
2023): art. 15. También, en este sentido, Convenio colectivo general de ambito estatal para el sector
de entidades de seguros, reaseguros y mutuas colaboradoras con la Seguridad Social (BOE de 27 de
diciembre de 2021) art. 14.

17 Convenio Colectivo de Gestoras de la Informacién y Documentacion de la Provincia de Gipuzkoa.
(BOG de 21 de mayo de 2024): art. 50. Digitalizacion. ...la empresa no podrd tomar “decisiones ba-
sadas Ginicamente” en los datos recogidos por los algoritmos de la empresa, siendo necesaria una in-
tervencion humana significativa...” También el XXV Convenio colectivo del sector de la banca, BOE
de 1 de enero de 2025: art. 80.5 ...las personas trabajadoras tienen derecho a no ser objeto de “deci-
siones basadas unica y exclusivamente en variables automatizadas”. En sentido similar, Convenio
colectivo para los establecimientos financieros de crédito, (BOE de 17 de julio de 2024): art. 35.5 De-
rechos ante la inteligencia artificial...las personas trabajadoras tienen derecho a no ser objeto de “de-
cisiones basadas unica y exclusivamente en variables automatizadas, salvo en aquellos supuestos pre-
vistos por la Ley...

18 V Convenio Colectivo estatal del sector de radiodifusién comercial sonora, BOE n° 294, de 6 de di-
ciembre de 2024: Disposicion adicional cuarta. ...En cualquier caso, se respetara el derecho a la pro-
piedad intelectual de las personas trabajadoras, de forma que el uso de la voz solo podrd utilizarse
exclusivamente para la produccién acordada contractualmente.

19 Generali Seguros y Reaseguros, SAU (BOE de 11 de septiembre de 2024): art. 9.- Organizacién del
trabajo, desconexién y transformacion digital..... 5. Las partes firmantes se comprometen a consti-
tuir un comité de seguimiento y transformacion digital de cardcter paritario. ..

20 Convenio Colectivo del Grupo SIS, 2024-2027 (BOE de 25 de noviembre de 2024): art. 10.
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2.3.Rasgos generales de la regulacion de la IA por los convenios colectivos re-
cientes

De estas regulaciones es posible destacar algunos rasgos:

No existe un nivel de innovacién relevante respecto a lo establecido en el V
AENC. La mayoria de los convenios colectivos se limitan a reproducir en todo
o en parte lo alli regulado.

La mayoria de los convenios se centran en el derecho de informacion, a veces
reproduciendo lo establecido en el ET o en el V AENC y en otras ocasiones
ampliando ese derecho o focalizindolo en determinadas fases o materias de la
relacion laboral.

Un aspecto importante, pero apenas desarrollado en los casos en que se con-
templa, es el que se refiere a la posibilidad de aplicar o no decisiones automa-
tizadas a través de los sistemas de Al o, mas en general, por gestion algoritmi-
ca en el ambito de las condiciones de trabajo, encontrandose ejemplos en
ambos sentidos.

La llamada a un uso ético de la IA se hace sin mas precision respecto a qué ha
de entenderse por tal. (Del Rey Guanter, S. 2025).

Muchos de los convenios sefialados se refieren indistintamente a la gestion al-
goritmica —o a los algoritmos, sin mas- y a la IA, cuando se trata de sistemas
diferentes desde la perspectiva técnica y juridica. Toda aplicacioén de sistemas
de IA implica gestion algoritmica, mientras que lo contrario no es asi, ya que
puede darse esta gestion sin IA.

Una obligacién destacable que aparece en el V AENC y también en diversos
convenios, es la necesidad de que la IA se aplique bajo “control humano”,
siendo esta una obligacién empresarial de compleja y dificil ejecucion, como
examinaremos en el siguiente apartado.

Los derechos y obligaciones que aparecen especificamente relacionados en la
Directiva de plataformas que, como hemos senalado, tienden a expandirse a
todo uso de sistema de IA en las relaciones laborales -como demuestra la pro-
puesta de Directiva-, no se han trasladado atn a los convenios colectivos. A
ello nos referiremos en el ultimo apartado de este estudio.

3. SOBRE LA VIABILIDAD Y DIFICULTADES DEL “CONTROL HUMANO”
DE LOS SISTEMAS DE IA PREDICADO EN LA NEGOCIACION
COLECTIVA

Analizamos en este apartado si, como se predica en diversos convenios colecti-

vos al amparo de lo dispuesto en la Seccién XVI del V. AENC, es posible, en cuanto

obligacion juridica a cumplir por la empresa como empleadora y al mismo tiempo
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como “responsable del despliegue” de sistemas de IA, el desarrollo de un “control
humano” sobre los mismos. Hemos de indicar que, a efectos de este estudio, cuando
hablamos de control “humano” nos estamos refiriendo esencialmente al control ju-
ridico, es decir, al cumplimiento de la legalidad.

Para responder a esta pregunta, es preciso acudir a la definiciéon del RIA sobre
los sistemas de IA. Mas concretamente, a su art. 3.1 que recoge las peculiaridades
que hacen de esta maquina que alberga el sistema algo tnico, y ciertamente diferen-
te de las mdquinas o maquinarias que hasta ahora ha tenido en cuenta el ordena-
miento juridico laboral.

En primer lugar, se trata de una mdquina-sistema que puede funcionar “con
distintos niveles de autonomia”, desde niveles minimos con predominante interven-
ciéon humana hasta niveles maximos de autonomia, con un alto grado de indepen-
dencia respecto del ser humano. Estamos, por tanto, ante un sistema que permite
operar con un nivel importante de “auto-gestiéon”, lo que plantea ya de entrada la
cuestion de como se ejerce el “control humano” sobre un sistema susceptible de
“autogestionarse”, o, por para ser mas exacto, de un sistema “automatizado”, en la
terminologia preferida por la Directiva de plataformas.

Otra de las caracteristicas estructurales de esta maquina-sistema tan peculiar es
que “puede mostrar capacidad de adaptacion tras el despliegue”. En el contexto de
este art. 3.1, esa capacidad de adaptacion no se refiere solo a la intervencion prove-
niente de humanos -especialmente proveedores o responsables del despliegue-, sino
también a la originada por “autoadaptacion”, entendida en un sentido amplio, es
decir, no sélo la previamente programada, sino también la que la maquina determi-
ne de por si en base a su propia autonomia.

Estas dos caracteristicas estructurales, las de autonomia y autoadaptacion, tie-
nen a su vez dos consecuencias muy importantes desde la perspectiva juridico-labo-
ral. Por un lado, de la autonomia se puede deducir que la maquina tiene los resortes
técnicos necesarios para desarrollar un “autoaprendizaje”. Por otro lado, y en base a
su capacidad de autoadaptacion, la mdquina es cada vez mas “inteligente”, pudiendo
superar, al menos en determinados ambitos, las capacidades de aprendizaje y adap-
tacion del ser humano a lo largo de su vida. Estamos, pues, ante una maquina-siste-
ma cuya inteligencia va progresando y cuyos resultados y no son meramente repeti-
tivos?!, sino cada vez mds perfectos e innovadores.

21 Al respecto, hay que tener en cuenta que, junto a sistemas de IA especializados en tareas concretas
—agentes de IA o “Al agents”-, a los que se aplica ese progresivo perfeccionamiento, el propio RIA
ya prevé una regulacion expresa para lo que denomina en el art. 3. 63 como “modelo de IA de uso
general”, definiendo tal modelo como aquel que “entrenado con un gran volumen de datos
utilizando autosupervisién a gran escala ... presenta un grado considerable de generalidad y es
capaz de realizar de manera competente una gran variedad de tareas distintas”, destacandose al
respecto como rasgo distintivo su multifuncionalidad. Uno de los temas esenciales que plantean
estas caracteristicas estructurales definitorias de la IA en el 4mbito laboral, sea en su vertiente
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Por otra parte, de acuerdo con el mismo art. 3.1 RIA, los “objetivos” pueden ser
tanto “explicitos como implicitos”. Entre las multiples definiciones de este art. 3
RIA no se incluye lo que ha de considerarse por tales “objetivos”, aunque es posible
relacionarlos, aunque sea parcialmente, con el concepto de “finalidad prevista” a la
que se refiere su apartado 12: “el uso para el que un proveedor concibe un sistema
de IA”.

Hablamos de una identificacion parcial porque los objetivos pueden ser dindmi-
cos y porque a la finalidad inicial configurada por el proveedor habria que afiadir
otros objetivos establecidos por el responsable del despliegue, cuando este tenga la
posibilidad de introducir alteraciones en la programacion previa. Incluso la nego-
ciacion colectiva podria intervenir en la fijaciéon de “objetivos” respecto a la aplica-
cion laboral de los sistemas de IA. A ello se une, finalmente, la propia adaptacién
auténoma del sistema durante su despliegue?2.

Junto a estas caracteristicas estructurales, el siguiente componente de la defini-
cion que recoge el art. 3.1 RIA se refiere al proceso, de caracter trifasico, por el cual
funciona el sistema: 1) la informacién de entrada (input) genera 2) mediante un
proceso de “inferencia” 3) resultados de salida (output). Se vuelve a plantear con
ello una las cuestiones centrales de este andlisis: hasta qué punto el “control huma-
no” que predica la negociacion colectiva siguiendo el V AENC puede ser realmente
ejercitado en ese sistema trifasico.

En la fase inicial (input), los datos pueden ser suministrados por “humanos”,
pero también por la propia maquina, incluyendo resultados “inferidos”, a su vez,
por otros sistemas de IA. En efecto, en los sistemas de IA mas complejos la nutri-
cién de datos es masiva -cifrada en millones cuando no en billones y trillones- lo
cual, como después sefialaremos, acentua el protagonismo de la busqueda auto-
matizada frente a la protagonizada por humanos. Por tanto, el control de legali-
dad (humano) se complica enormemente en el caso de busqueda, seleccién e in-

multifuncional de IA de uso general, sea en su vertiente de aplicaciones concretas de tales sistemas
—agentes-, es como altera la prestacién de la persona trabajadora el co-trabajar (“co-working”)
regularmente con una maquina que es cada vez mas inteligente, que puede desarrollar
progresivamente mejor las tareas especificas de su puesto de trabajo e incluso realizar otras que se
van adicionando a las anteriores. Mas atin, puede llegarse a la situacién en la que sea la maquina, y
no otra persona trabajadora, la que instruya en las funciones a desarrollar por el ser humano y
establezca los estdndares de rendimiento y productividad, siendo la méquina-sistema el punto de
comparacioén a todos los efectos a la hora de evaluar la situacion y progreso profesional de la
persona trabajadora. El ordenamiento laboral, y muy especialmente la negociacion colectiva,
tendria que determinar si esta evaluaciéon comparativa puede permitirse y, especialmente, en qué
condiciones.

22 Por cierto, estos objetivos no solo puedan ser dinamicos, sino también “implicitos”, con toda la
ambigiiedad que ello conlleva desde la perspectiva juridica -piénsese por ejemplo en su
trascendencia a efectos del derecho de informacién y de transparencia-. Lo anterior es, desde luego,
manifestacion clara de la indeterminacion que rodea la definicién tanto del proceso como de la
finalidad en la relaciéon méquina vs. humano.
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troduccion automatizada de cantidades masivas de datos realizadas por el propio
sistema.

La segunda fase del sistema es el proceso de inferencia, esto es, el tratamiento de
los datos de entrada para generar, mediante multiples interrelaciones e integracio-
nes, determinados resultados de salida. Tal proceso no siempre es humanamente
controlable en todos los sistemas, especialmente en los neuronales mas complejos, al
menos en la actualidad. Aunque se estdn realizando esfuerzos para poder reducir el
caracter de “caja negra” que se le adjudica en gran medida a esta fase en los sistemas
mas complejos —incluso aplicando a su vez sistemas de IA-, lo cierto es que en la ac-
tualidad tal comprension y control no son plenos. Se pueden conocer y programar
determinados componentes del proceso de inferencia -y a ello se refiere en distintos
preceptos el RIA-, pero no es posible predicar un control completo del funciona-
miento interno de la médquina durante el mismo.

En la tercera fase del sistema, los denominados “resultados de salida”, se pueden
generar, segun nos dice el art. 3.1 RIA, “predicciones, contenidos, recomendaciones
o decisiones” que pueden influir, a su vez, “en entornos fisicos o virtuales”.

Analizando individualmente cada uno de estos resultados posibles, seguramente
el mas neutro desde la perspectiva legal es el que se refiere a los contenidos. A dife-
rencia de los otros tres resultados, en el “contenido” predomina el elemento esen-
cialmente descriptivo e informativo, sin una valoracién sobre el sentido que deba
adoptar la decision posterior de un ser humano, mas alla de lo que este pueda dedu-
cir de tal informacion.

Por su parte, la “recomendacion” incluye una valoracién que sirve como apoyo
o “respaldo” -por utilizar el término de la Directiva de plataformas- a una decision
humana. La valoracién se diferencia, a su vez, de la “decisién” en que, en los siste-
mas automatizados esta se aplica directamente por el propio sistema, con conoci-
miento o supervision humana, pero sin intermediacion de una persona?. El art. 3.1
RIA diferencia igualmente entre una decision imperfecta o parcial, que puede ser
ejecutada por la maquina pero que debe ser previamente validada por un humano,
aunque este no la ejecute, y una decisiéon automatizada plena que no so6lo se adopta

23 No obstante, esta posibilidad de que la médquina “recomiende” una determinada decisién o
actuacion al ser humano no es juridicamente irrelevante, como pone de manifiesto que el art. 14. 4.
b) RIA haga referencia explicita al denominado “sesgo de automatizacién”, conceptuado como
“tendencia a confiar automaticamente o en exceso en los resultados producidos por un sistema de IA
de alto riesgo”. Es esta una tendencia que, como sefala la OIT implica un mayor riesgo de confianza
excesiva en la mdquina y que aumentard decididamente en un futuro inmediato con el
perfeccionamiento cada vez mayor de los sistemas de IA. Ello no dejara de tener consecuencias
desde la perspectiva juridico-laboral, més alla del aumento de los riesgos laborales, como puede ser
el nivel de negligencia o culpabilidad de la persona trabajadora, a efectos disciplinarios, o la
inclinacion cada vez mayor de la persona trabajadora —incluyendo personal directivos- a validar una
recomendacién dada por la maquina que se muestra ilegal o, mds sencillamente, errénea desde la
perspectiva organizacional o productiva.
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por el sistema, sino que también es ejecutada directamente por la maquina, sin vali-
dacién humana.

A efectos de evaluar desde una perspectiva juridica estos posibles resultados, y
especialmente la “decision”, hay que tener en cuenta que, segtn el art. 6 de la RIA, la
aplicacion de la TA a las relaciones laborales es, en principio, de “alto riesgo”, aun-
que puede dejar de tener esa consideraciéon cuando exista una acentuada interven-
ciéon humana?. Como ya se ha visto, y como expresion de la preocupacién por el
“control humano” de la IA, son precisamente los sistemas automatizados de toma
de decisiones, sin intermediacion humana, los que centran la atencion de los conve-
nios colectivos, aunque no tanto para prohibirlos como para establecer limites.

La prediccion es, seguramente, el elemento mas complejo e innovador de estos
resultados de salida. No es tanto una recomendacién de cara a una decisiéon poste-
rior, sino una probabilidad —“previsibilidad” es el término juridico mas cercano que
utilizan las normas de la UE® y de nuestro de nuestro ordenamiento laboral?¢- de
que se dé un determinado hecho, acontecimiento, comportamiento o actitud de fu-
turo que puede influir en la adopcion de una decision en el presente.

En cualquier caso, es en estos resultados, especialmente en las recomendacio-
nes, decisiones y predicciones, donde reside el factor diferencial de esta maquina
(TIA) respecto a otras. Evidentemente todas las maquinas usadas en una empresa
con fines productivos son instrumentos de trabajo de la entidad empleadora. Pero
las diferencias entre la IA como maquina-sistema y el resto de las maquinas estri-
ban, primero, en que aquella no sélo puede hacer recomendaciones -hecho ya de
por si relevante -, sino que puede emitir e incluso ejecutar directamente decisio-
nes -mas relevante aiin-, y, segundo, lo cual es una absoluta novedad, que tales re-
comendaciones y decisiones puedan estar basadas en predicciones de la propia
maquina.

24 Dichos supuestos, recogidos segun el art. 6.3 RIA, se refieren a que “el sistema de IA esté destinado a
mejorar el resultado de una actividad humana previamente realizada” o que el sistema de IA “esté
destinado a detectar patrones de toma de decisiones o desviaciones con respecto a patrones de toma
de decisiones anteriores y no esté destinado a sustituir la valoracién humana previamente realizada
sin una revision humana adecuada, ni a influir en ella”.

25 Este es el caso de la Directiva 2019/1152, relativa a unas condiciones laborales transparentes y
previsibles en la Unién Europea, especialmente en lo indicado en los arts. 4.2.m) y 10 respecto a la
“previsibilidad minima del trabajo” o de que “el patron de trabajo sea total o mayoritariamente
imprevisible”. El propio RIA va a utilizar este término de previsibilidad cuando se refiere al concepto
de “uso indebido razonablemente previsible” (art. 3.13), en cuanto utilizacién de un sistema de IA
para una finalidad distinta a la programada, sea por un comportamiento humano o por una
interaccién con otros sistemas de IA.

26 Asi, lo indicado en el art. 48.2 ET (reformado por la Ley 2/2025 en materia de extincion del contrato
de trabajo por incapacidad permanente de las personas trabajadoras) respecto a “cudndo, a juicio del
organo de cualificacidn, la situacién de incapacidad del trabajador vaya a ser previsiblemente objeto
de revision...”.
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Desde la optica laboral, posiblemente una de las cuestiones mas relevantes es si
en un futuro relativamente préximo la negociacion colectiva incluira la posibilidad
de que una promocidén profesional, una contratacion, una movilidad funcional, una
modificaciéon de condiciones o un despido se haga en base a una proyeccién realiza-
da por IA, y, mas relevante audn, si ello puede servir como justificacion legal sufi-
ciente para las decisiones empresariales basadas en causas econdmicas, productivas,
técnicas y organizativas en los supuestos previstos en los arts. 40, 41, 47, 51 o 52
ET?.

En conclusion, en la definicion de la maquina-sistema (IA) del art. 3.1 RIA
concurren caracteristicas estructurales que complican enormemente el proceso
de “control humano?”, tales como la autonomia (que puede llegar a ser maxima),
la adaptabilidad en funcidn de la evolucién y cambios en las circunstancias cir-
cundantes y la determinacién de objetivos que no sélo pueden ser variables,
sino incluso implicitos, con la ambigiiedad que esto tltimo implica desde la
perspectiva juridica. Igualmente, en el proceso trifasico del sistema que define el
art. 3.1 RIA, el “control humano” es, en la actualidad al menos, relativo y limi-
tado, especialmente en los sistemas mas complejos, y tendera a desplazarse a la
fase final de aplicacién y ejecucion de los resultados generados por la IA. Lo an-
terior va a tener, como veremos a continuacidn, importantes consecuencias
para el rol regulador de la negociacién colectiva respecto a la Inteligencia Arti-
ficial.

4. SOBRE LA ADOPCION (Y EJECUCION) DE DECISIONES
AUTOMATIZADAS BASADAS EN SISTEMAS DE IA

La Directiva de plataformas, que por cierto no hace alusion alguna al RIA, defi-
L4 7. . . « - . » <« 3
ne la gestion algoritmica, con o sin IA, como un “sistema automatizado” de “segui-
miento” o “toma de decisiones”. A su vez, como ya hemos sefialado, puede darse
una intermediacién por un ser humano para la ejecucion de la decision o ser esta
adoptada de manera directa por el sistema.

En lo que se refiere a las decisiones “automatizadas”, la Directiva inicamente
excluye las que afecten a las materias descritas en el art. 10.5 (basicamente su-
puestos en los que la decisién pueda originar un “perjuicio” para la persona traba-
jadora “equivalente” a la suspension o terminacion de la relacion laboral). A sen-
su contrario, cuando no se trate de estas materias y, sobre todo, cuando no se
origine un perjuicio equivalente a tales medidas suspensivas o extintivas para la
persona trabajadora, se estaria admitiendo la ejecucion directa de decisiones

27 Hay que tener en cuenta al respecto que la doctrina de nuestros tribunales laborales respecto a tales
causas empresariales es que las mismas deben ser “actuales”, y no “futuras”, lo cual puede dificultar
el que tales causas se fundamenten en predicciones de situaciones o circunstancias empresariales que
puedan darse a medio o largo plazo.
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adoptadas por la maquina, lo que, sin duda, tiene una gran relevancia juridico-
laboral?s.

Estamos, por tanto, ante una cuestion trascendental y un ambito apropiado para
ser regulado y acotado por la negociacion colectiva respecto a la adopcion de deci-
siones automatizadas por sistemas de IA y sus posibles limitaciones.

Ahora bien, si se admite la ejecucién directa de decisiones automatizadas so-
bre las condiciones del trabajo en plataforma, tiene toda la logica que la propia
Directiva de plataformas establezca también los instrumentos, especialmente me-
diante la concrecién de nuevos derechos y obligaciones digitales, dirigidos a limi-
tar los efectos negativos de aquellas. Como veremos después, esto abre para la ne-
gociacion colectiva otro relevante campo regulatorio en relacién con estos nuevos

28 A la cuestion de decisiones automatizadas también se refiere el ya citado borrador de “Informe
legislativo de iniciativa propia del Parlamento Europeo” de 12 de junio de 2025 con “Recomen-
daciones a la Comision sobre la Digitalizacion, la IA y la Gestion Algoritmica en el Lugar de
Trabajo”, con Anexo con propuesta de Directiva “Sobre Gestiéon Algoritmica en el Lugar de
Trabajo” en cuyo articulo 6 se conmina a los Estados miembros a “asegurarse que las decisiones
respecto a la iniciacion o terminacién de una relacion laboral .. su renovacién o no renovacién
o cualquier cambio en la remuneracién no estin adoptadas solamente sobre la base de la ges-
tién algoritmica”, de forma que tales decisiones deben estar adicionalmente sujetas a la revision
y determinacion final de un supervisor humano”. Como se ve, es una redaccién mds limitada
que la que contiene la Directiva de plataformas, especialmente por excluir esa referencia gené-
rica e indeterminada a “perjuicio equivalente”. Por su parte, el borrador de Convenio Interna-
cional de la OIT sobre Trabajo Decente en la Economia de Plataformas, aprobado el 13 de ju-
nio de 2025, dispone al respecto, en una regulacién con referencia también a derechos/deberes
que analizamos en estos apartados 4 y 5 de nuestro estudio:” X. Impacto del uso de sistemas
automatizados
Art. 15. Todo Miembro exigira a las plataformas digitales de trabajo que informen a los trabaja plata-
formas digitales, antes de su empleo o contratacién, y a sus representantes o a las organizaciones re-
presentativas de trabajadores y, cuando existan, a las organizaciones que representen a los trabajado-
res de plataformas digitales, sobre:

a. el uso de sistemas automatizados, basados en algoritmos o en métodos similares, de seguimiento
o evaluacion del trabajo o de generacién de decisiones relativas al trabajo;

b. la medida en que el uso de tales sistemas automatizados tiene un impacto en las condiciones de
trabajo de los trabajadores de plataformas digitales o en el acceso al trabajo.

Art. 16. Todo Miembro exigira a las plataformas digitales de trabajo que el uso que hagan de los au-

tomatizados mencionados en el art. 15 no vulnere los principios y derechos fundamentales en el tra-

bajo. En particular, dicho uso no debera:

a. dar lugar a ninguna discriminacion directa o indirecta contra los trabajadores de plataformas di-
gitales, incluido en lo que respecta a la remuneracion o al acceso al trabajo;

b. tener efectos nocivos para la seguridad y salud de los trabajadores de plataformas incluidos los
derivados del incremento de los riesgos de accidentes del trabajo psicosociales.

Art. 17. Todo Miembro velard por que, cuando las decisiones sean generadas por un sistema auto-

matico, los trabajadores de plataformas digitales tengan acceso, sin demora indebida, a:

a. una explicacidn por escrito de toda decisiéon que afecte a sus condiciones de trabajo o al tra-
bajo;

b. una revisién por humanos de toda decisién que tenga como consecuencia la denegacién de pago,
o la suspension o desactivacion de sus cuentas, o la terminacién de su contratacién con una pla-
taforma digital de trabajo.
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derechos y deberes, que estan en gran medida inéditos todavia en nuestros conve-
nios colectivos.

En todo caso, es trascendental destacar a nuestros efectos que los sistemas de
IA pueden adoptar y ejecutar directamente decisiones que afectan a la gestion de
personas y, con ello, a sus condiciones laborales, lo cual representa un cambio
cualitativo en el ambito de las relaciones laborales. La determinacién y concrecion
de estas decisiones deberia ser objeto de ordenacidn por convenios y acuerdos co-
lectivos.

Se trata ademads de una innovacién con consecuencias todavia mas intensas si se
repara en que esas decisiones pueden estar basadas a su vez en predicciones, es de-
cir, en situaciones de futuro que, sin embargo, tienen un impacto real-“fisico o vir-
tual”- en el presente.

Seguin lo expuesto hasta aqui, las dificultades sobre el “control humano” de las
decisiones adoptadas por sistema de IA se presentan, con diferente intensidad, en
las tres grandes fases del proceso. En la primera, en la entrada de datos, porque pue-
de darse un proceso auténomo de busqueda e integracién de datos por parte de la
maquina. En la segunda, el proceso de inferencia o tratamiento de tales datos, por
sus dificultades intrinsecas, especialmente en los sistemas neuronales complejos. Y
en la tercera, en los resultados de salida, porque en determinados sistemas altamente
complejos de IA tales resultados son configurados esencialmente por el sistema en
si, lo cual cobra especial importancia cuando las decisiones se han ejecutado directa-
mente por la maquina. La cuestidn bésica a resolver es, por tanto, cémo adecuar el
sistema trifasico de la mdquina, y especialmente sus resultados de salida, al ordena-
miento juridico y cémo articular obligaciones y garantias suficientes para: “...pro-
mover la adopcion de una inteligencia artificial (IA) centrada en el ser humano y fia-
ble, garantizando al mismo tiempo un elevado nivel de proteccion de la salud, la
seguridad y los derechos fundamentales consagrados en la Carta, incluidos la demo-
cracia, el Estado de Derecho....frente a los efectos perjudiciales de los sistemas de IA”.
(RIA art. 1.1).

Como ya hemos sefialado, es la Directiva de plataformas la que, en principio y
de forma pionera, contiene las lineas generales sobre estos derechos y obligaciones
de nuevo cufo. Pues bien, la configuracion de estas nuevas obligaciones/derechos
digitales sera especialmente relevante cuando se trate de decisiones ejecutadas direc-
tamente por la maquina, permitidas como sabemos (aunque con limitaciones) tanto
en el ambito de la Directiva de plataformas —art. 10.4- como, mds ampliamente, en
el art. 6 del borrador de Propuesta de Directiva sobre gestion algoritmica en el lugar
de trabajo.

Examinemos brevemente estos derechos/deberes a fin de determinar el papel
regulador que puede desempeniar la negociacion colectiva en este campo, practica-
mente inédito en los convenios colectivos actuales.
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5. UN TRASCENDENTAL RETO REGULATORIO PARA LA
NEGOCIACION COLECTIVA: LOS NUEVOS DEBERES/DERECHOS
DIGITALES EMPRESARIALES DE SUPERVISION, REVISION Y
RECTIFICACION RESPECTO A LOS SISTEMAS AUTOMATIZADOS DE
TOMA DE DECISIONES

Aunque los nuevos deberes empresariales respecto a los sistemas de IA se con-
tienen basicamente en la Directiva de plataformas, es evidente que poseen una ten-
dencia expansiva, en cuanto sirven de referencia para todo sistema de IA aplicado al
trabajo del personal laboral e incluso auténomo-.

A modo de aclaracién previa debe advertirse que, aunque tanto la Directiva de
plataformas como la propuesta de Directiva hacen referencia a la transparencia, en
la medida en que este derecho estd ya contemplado en el art. 64.4 d ET y es el que
con mas frecuencia recogen los convenios colectivos que hemos analizado, nos va-
mos a centrar en los derechos y deberes contemplados en los arts. 10 y 1 de la Direc-
tiva de plataformas.

5.1.Los deberes de supervision y evaluacion por humanos de los sistemas auto-
matizados de seguimiento y toma de decisiones

Uno de los elementos esenciales del control juridico que puede desarrollarse so-
bre sistemas de IA es la supervision para detectar posibles funcionamientos y resul-
tados irregulares de tales sistemas.

El art.10 de la Directiva de plataformas establece las pautas de esta obligaciéon de
supervision, la cual a su vez se divide en dos componentes. Por un lado, la obliga-
cién de supervision propiamente dicha, que ha de entenderse como aquella por la
cual la plataforma empleadora ha de hacer un seguimiento en todo momento del
funcionamiento del sistema de IA para identificar lo mas rapidamente posible cual-
quier tipo de anomalia o irregularidad.

Por otro lado, y conectado con la obligacién anterior, el deber de evaluacion a
realizar periddicamente por la plataforma -se establece un plazo méximo para ello
de dos afios- con la “participacién” de los representantes de los trabajadores. Este
deber, segtin dicho precepto, consiste esencialmente en la realizacién de una “eva-
luacién de las repercusiones de cada una de las decisiones adoptadas o respaldadas”
por tales sistemas en materia, por lo que a nosotros nos interesa, de “condiciones la-
borales e igualdad de trato en el trabajo”.

Esta supervision, sigue afladiendo este precepto, ha de contar con los recursos
humanos suficientes y competentes, y de detectarse seguimientos o decisiones vul-
neradoras de derechos fundamentales, particularmente las de caracter discriminato-
rio, han de tomarse las medidas que sean necesarias; en particular, la modificacion
del sistema a fin de evitar tales situaciones en el futuro. Parece evidente que la nego-
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ciacién colectiva dispone aqui de un amplio espacio para determinar de una manera
mas especifica los componentes esenciales de este deber de supervision, tales como
su periodicidad, el procedimiento a aplicar en caso de detectarse irregularidades o la
forma de desarrollar la evaluacién de las decisiones adoptadas o respaldadas por el
sistema.

A subrayar también que la Directiva obliga a adoptar medidas especiales de pro-
teccidn contra todo trato desfavorable, y en especial contra decisiones disciplinarias
incluyendo el despido, a las personas encargadas de la supervision, teniendo en
cuenta que entre sus facultades esta incluso la de “anular las decisiones automatiza-
das”. No indica nada la Directiva de las caracteristicas de este personal, si ha de ser
externo a la plataforma o personal de la misma, aunque el hecho de que se le proteja
contra medidas disciplinarias u otros tratos desfavorables en el ejercicio de sus fun-
ciones hace pensar mas en este segundo supuesto. En cualquier caso, es claro que
este personal ha de tener un acentuado nivel de autonomia, y que sera la normativa
nacional de transposicion y la negociacion colectiva quienes tendran que determi-
nar mas concretamente cuestiones como el procedimiento a seguir para esta anula-
cion, posibilidades de recurso frente a la misma etc.

El apartado 3 del art. 10 estd dedicado a las medidas que proceden cuando, a
partir de la supervisién o evaluacion, se detecte “riesgo elevado de discriminaciéon
en el trabajo” o que en “las decisiones individuales adoptadas o respaldadas” se han
vulnerado “los derechos de una persona que realice el trabajo en plataformas”. No6-
tese que en este ultimo inciso no se exige que estemos ante la vulneracién de un de-
recho “fundamental”, sino de cualquier derecho.

En estos supuestos, la plataforma ha de adoptar las “medidas necesarias”, que
podran ser identificadas y detalladas por la negociacion colectiva. En particular y si
es procedente, deberda modificarse el sistema automatizado de seguimiento o toma
de decisiones o incluso suspender su utilizacion para evitar que tales decisiones dis-
criminatorias o perjudiciales pueden ser adoptadas en un futuro.

El apartado 4 de este art. 10 establece la obligacion de la plataforma de trasladar
a los representantes de los trabajadores los resultados de la evaluacion a la que se ha-
yan sometido los sistemas automatizados de seguimiento y de toma de decisiones.
Este deber de informacion se amplia, aunque en estos supuestos a diferencia del pri-
mero siempre que exista “previa peticion”, tanto a las personas que trabajen en las
plataformas como a las autoridades nacionales competentes®.

29 En la propuesta de Directiva , este deber de supervision o “human oversight” se formula en términos
mas genéricos, en tanto que su art. 6.1 nos indica que las entidades empleadoras han de mantener
“una supervision humana efectiva permanente (“at all times”) sobre los sistemas de gestion
algoritmica desplegados en el lugar de trabajo y, en su apartado 2 de ese mismo precepto, que las
personas trabajadoras y sus representantes han de ser informados de cudl es la entidad u érgano
responsable de realizar esa labor de supervision (“monitoring”).
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En suma, se comprueba que la negociacion colectiva tiene en este deber/derecho
de supervisiéon un amplio margen para su concrecion respecto a lo establecido tanto
en la Directiva de plataforma, como, con mayor intensidad adn, en la propuesta de
Directiva actualmente en proceso de tramitacion.

5.2.Los deberes de explicacion y revision por humanos en el uso de sistemas
automatizados de seguimiento y toma de decisiones

También existe un amplio campo para la regulacion por negociacién colectiva
de las obligaciones/derechos que la Directiva de plataformas contempla en su art.
11. Este precepto se refiere a las explicaciones que ha de dar la entidad empleadora
sobre decisiones automatizadas, asi como a su eventual revision.

En efecto, en el art. 11 de la Directiva, bajo un tnico y escueto titulo de “revi-
siébn humana”, se incluyen dos deberes empresariales perfectamente distinguibles,
ambos muy condicionantes de los poderes directivos de la persona empleadora: un
deber de “explicacion” y, conectado con el mismo, un deber de “revision”. Notese
que, a diferencia del deber de evaluacion y seguimiento, estos deberes de explicacion
y revision solo se imponen respecto a los sistemas automatizados de toma de deci-
siones, no respecto a los sistemas automatizados de seguimiento.

En el deber de explicacion, es posible distinguir, a su vez, dos niveles: un deber
de explicacién genérico y un deber de explicacion especifico, distinciéon un tanto
compleja en la que la negociacion colectiva debe indudablemente jugar un papel
muy relevante.

La “explicacion” genérica se debe llevar a cabo por la persona de contacto desig-
nada por la plataforma, y se dirige a las personas afectadas por “cualquier decisiéon”
-nédtese la amplitud de la expresion- adoptada o respaldada por un sistema automa-
tizado. No es necesario por tanto un perjuicio acreditado, sino la mera afectacion,
aunque tampoco esta afectacion se exige explicitamente.

Tal explicacion, que puede ser tanto oral como escrita, se tiene que producir
“sin demora indebida”, y darse de “manera transparente e inteligible, sirviéndose de
un lenguaje claro y sencillo”.

Al igual que en el caso de los deberes de supervision y evaluacion, la persona de
contacto debe acreditar la competencia, formacién y autoridad necesarias para ejer-
cer esa funcién “explicativa”. Repdrese, no obstante, en que no tiene atribuida ex-
presamente la facultad de anular las decisiones automatizadas, aunque nada parece
impedir que la misma persona ejerza también las funciones de evaluacién y segui-
miento del art. 10. Incluso pareceria conveniente que sea asi, dada su mayor cualifi-
cacion practica para dar las explicaciones a las que se refiere este art. 11.

Este deber de explicacion genérico presenta una especificacion relevante cuando
las decisiones automatizadas afecten a las condiciones de empleo y trabajo de las
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personas. En tal caso, la plataforma ha de proporcionar una “declaracién escrita” -
aqui ya no se admite la explicacion oral-, especificando los “motivos” de aquellas de-
cisiones que supongan “restriccion, suspensién o cancelacién” de la relacién de
prestacion de servicios o denegacion de la remuneraciéon debida por un trabajo ya
realizado. Igualmente procede la explicacion escrita respecto de cualquier otra deci-
sidén que afecte a aspectos esenciales del empleo de quienes trabajan a través de pla-
taformas. Se entiende que este derecho pertenece a la persona afectada por la deci-
sién. Lo que no queda claro, sin embargo, es que la decision haya de ser perjudicial
0 negativa para la persona que demanda la explicacién, bastando con la mera afecta-
cion. Por otra parte, el deber de explicacion especifico se establece con gran ampli-
tud: procede cuando la decision afecte a “aspectos esenciales del empleo” -lo que no
parece que se limite al proceso de contratacion, sino que abarca también a las condi-
ciones de trabajo o a la “situacion contractual” del prestador de servicios-, y es exigi-
ble también respecto de decisiones con” efectos similares”.

Por otra parte, esta explicacion especifica ha de realizarse sin demora indebida y
a mas tardar en la fecha en que “surta efecto” la decision.

Estamos, pues, ante un deber de explicacion, en ambos niveles, de enorme am-
plitud, que incide de forma notable, ademas, en las facultades empresariales, y cuya
finalidad es dar a conocer los “motivos” —véase que este término se utiliza en los dos
niveles, el genérico y el especifico-, de cualquier decision que haya sido “adoptada”
o “respaldada” por un sistema automatizado de IA. Esa amplitud lo convierte en un
ambito propicio para la intervencion de la negociacién colectiva, dada la cantidad
de conceptos indeterminados que contiene la Directiva®.

Por su parte, el art. 11.2 se ocupa propiamente del derecho de “revisién por
humanos”, establecido a favor de las personas que realizan trabajo en plataformas
y de sus representantes, y que se concreta en la posibilidad de solicitar a la plata-
forma digital que revise las decisiones a las que se refiere el apartado 1 de este
mismo precepto.

Debe advertirse que no existe una dependencia funcional entre el derecho de
explicacion y el derecho de revision. No es necesario, por tanto, para ejercer este tl-
timo haber ejercicio previamente el de explicacion, aunque parece 16gico que el pri-
mero (explicaciéon) preceda y fundamente el segundo (revision). Recuérdese tam-

30 Lo cual nos lleva a una importante cuestion, y es hasta qué punto las decisiones automatizadas de un
sistema de IA pueden explicar los “motivos” de esas decisiones. En el caso de que la decisién tomada
por el sistema sea en realidad una recomendacion que sirva de respaldo a la decisién adoptada por
un ser humano, la explicacion de los motivos debe corresponder a este tltimo, aunque la decision
venga respaldada por el sistema. No parece que sea motivo suficiente que la decision se ha adoptado
sencillamente porque lo ha recomendado/decidido el sistema. Mas complejo es cuando la decision se
ha ejecutado directamente al haber sido “adoptada” por el sistema, por no entrar dentro los ambitos
materiales a los que se refiere el art. 10.5 de la Directiva, como hemos ya sefialado, en los que se
necesita una decision humana.
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bién que los representantes pueden ejercitar el derecho de revision del art. 11.2, pero
no el de explicacion del art. 11.1.

Frente a la solicitud de revision, la empresa debera dar una “respuesta sufi-
cientemente precisa y adecuadamente motivada, en forma de documento escrito,
admitiéndose el formato electronico; todo ello sin demora indebida, y en todo
caso en el plazo de dos semanas a partir de la recepcién de la solicitud”. Es en ese
documento escrito donde deberan constar tanto la negacién o aceptacion de la re-
visién, como los motivos que fundamentan una u otra, y que légicamente seran
similares a las “explicaciones” previas, si también se ha hecho una solicitud en tal
sentido.

En dltima instancia, el derecho de revision se completa en el art. 11.3, con el de-
recho de “rectificacidn”. En efecto, la decision vulneradora habrd de ser rectificada
“sin demora y, en cualquier caso, en el plazo de dos semanas a partir de la adopcion
de la decisiéon”. Dado el alto grado de inconcrecion de la Directiva, los elementos
definitorios de este derecho de rectificacion tendrédn que ser abordados por las nor-
mas nacionales de transposicion, incluyendo la negociacion colectiva3!.

En todo caso, declarada y rectificada la decisién automatizada vulneradora, la
empresa tiene la obligacion de modificar el sistema automatizado para impedir que
se reproduzca la misma situacién o, si ello no es posible, suspender su funciona-
miento. Al respecto, el propio art. 11.3 prevé que, si no es posible esa rectificacion
por parte de la plataforma, esta habra de ofrecer a la persona afectada una “indem-
nizacion adecuada por los dafios sufridos”, lo que no excluye la modificacion del
sistema automatizado de toma de decisiones o la suspension del sistema, si ello no
es posible32.

Finalmente, ha de sefialarse que el art. 11.4, de notable extensidn y relevantes
consecuencias, es también de interpretacién muy compleja. De acuerdo con este
precepto, lo dispuesto en este art. 11 respecto a la revision por humanos “no afecta a
los procedimientos disciplinarios y de despido establecidos en el Derecho, los con-
venios colectivos y las practicas nacionales”.

31 Asi, no se indica quién ha de establecer si ha existido vulneracién o no: ;la misma persona a quien
compete el derecho de explicacién u otra persona interna de la empresa? ;Una autoridad judicial,
administrativa o arbitral? ;Cabe la posibilidad de recurrir y ante quien la decisién de esa persona la
vulneracién o no por el sistema automatizado de los derechos de la persona afectada? ;Es realmente
realista un plazo tan sumamente corto, como es el de dos semanas, para poder establecer si ha
existido o no vulneracion del derecho de la persona y, ademas, dentro de ese mismo plazo, rectificar
la decision?

32 Al derecho de revision (“review”) se refiere la propuesta de Directiva en su art. 6.4, en términos mds
genéricos, como el derecho que tienen los representantes de los trabajadores a pedir la revision de
los sistemas algoritmicos cuando exista una justificada preocupacién de que presenta sesgos
sistemdticos o representa un riesgo para la salud o bienestar mental o fisico de aquellos. Se trata de
un importante derecho sin duda a concretar por la negociacion colectiva.
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Aunque no podemos detenernos ahora en ello, es importante la determinacién
del ambito material de esta “no afectacién” a los “procedimientos disciplinarios y de
despido™. En ambos supuestos, la Directiva se remite a las distintas fuentes que pue-
dan regularlos, incluyendo a la negociacion colectiva, aunque su protagonismo es di-
ferente en cada caso. Asi, por ejemplo, en el caso del procedimiento disciplinario, y en
virtud de lo dispuesto en el art. 58 ET, la fuente regulatoria esencial seran los conve-
nios colectivos. Pero no sera asi en el caso de los despidos por causas empresariales,
sean de caracter colectivo —art. 51 ET- sean objetivos individuales o plurales —art. 52
c) ET-, en los que el protagonismo corresponde basicamente a la normativa estatal.

Aunque no podemos desarrollar con detalle este tema, la dificultad mayor de
este art. 11.4, estriba en lo que hay que entender por “no afectacién” de las materias
disciplinarias (incluyendo el despido) en relacion con los derechos de explicacion y
revision. De nuevo, se trata de un concepto indeterminado que podria (y deberia)
ser detallado por la negociacion colectiva.

6. A MODO DE CONCLUSION

El presente andlisis pone manifiesto de manera incuestionable que la negociacién
colectiva, como elemento central para la regulacion de las relaciones de trabajo subor-
dinado y verdadera condicién de posibilidad de un empleo de calidad, deberd abordar
de una forma especifica la ordenacion de los nuevos derechos y obligaciones conecta-
dos con la progresiva implantacion de los sistemas de Inteligencia Artificial en el espa-
cio de las relaciones laborales. Se trata de derechos especificos y de cardcter novedoso
establecidos como garantia de las personas trabajadoras en la normativa europea, a
través de una Directiva de alcance general (en fase de elaboracién), que complementa-
rd a la actualmente existente en materia de trabajo en plataformas. A pesar de las reco-
mendaciones del V AENC, y como se ha podido comprobar a lo largo de las paginas
precedentes, los convenios colectivos han asumido hasta ahora, tanto en el espacio
sectorial como en el de empresa, un papel muy limitado respecto al inevitable y sin

33 Respecto a lo que haya de entenderse por despido, como es sabido dentro de lo que se considera
como tipos de extinciones del contrato de trabajo, el de despido es el que supone la terminaciéon
contractual por decision unilateral del empresario, a diferencia, por ejemplo, de la extincién por
mutuo acuerdo o por decision unilateral del propio trabajador. Nuestro art. 49.1 ET acoge esta
distincion y tiene un apartado especifico, el k), en el que incluye como modalidad de extincién del
contrato de trabajo, al “despido del trabajador”, aunque también acoge este término en el &mbito del
apartado i) para las extinciones debidas a “despido colectivo fundado en causas econdémicas,
técnicas, organizativas y de produccion”. No obstante, es también sabido que hay extinciones del
contrato por voluntad del trabajador que doctrinalmente se conoce como “despido indirecto”, como
las debidas a modificaciones sustanciales del contrato de trabajo (art. 41 ET) o al “incumplimiento
contractual del empresario” (art. 49.1 j) ET en relacién con este art. 50 ET) que tendra que
determinarse si, a efectos de este precepto, podria asimilarse a los despidos. Respecto al
procedimiento disciplinario, ciertamente este acoge tanto las distintas fases formales que puedan
existir en su desarrollo previsto especialmente a nivel de convenio colectivo como la terminacién del
mismo procedimiento que puede desembocar en la imposicién de una sancién.
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duda progresivo impacto de la Inteligencia Artificial en las relaciones laborales. Al res-
pecto es muy relevante abordar el andlisis detallado de la reciente evolucion tecnologi-
ca delaIA, enla medida en que, junto a los sistemas de uso general a los que se refiere
el art. 3 RIA, se estan desarrollando de manera creciente sistemas especificos, los de-
nominados “agentes”, que asumen funciones concretas en las actividades empresaria-
les en general y, de manera especial, en la gestion de las personas y en el desenvolvi-
miento dindmico de las relaciones laborales dentro de las empresas. En este contexto,
la negociacion colectiva emerge como la via de regulacion mas idénea para consen-
suar la repercusion en las condiciones de trabajo de estas aplicaciones concretas de
agentes de IA, asegurando que los derechos y obligaciones de informacién, transpa-
rencia, supervision, explicacion-revision y rectificacion se ajusten de manera mas ade-
cuada a las necesidades y caracteristicas organizativas y productivas de cada sector y
de cada empresa. Con tal regulacién convencional podran paliarse ademads algunas de
las muchas dificultades que, segtin se ha sefialado, se plantean en la actualidad para so-
meter de manera efectiva los sistemas de IA a un “control humano”, proporcionando
asi a las personas trabajadoras y a las empresas un mayor nivel de seguridad en la apli-
cacion de la legalidad vigente.
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