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Anexo II

METODOLOGÍA ESTADÍSTICA
DE OBTENCIÓN DE TIPOLOGÍAS





INTRODUCCIÓN

El objetivo es la clasificación de los individuos en grupos o clases que presenten valores similares
respecto a las variables consideradas. Por un lado se buscan grupos que presenten gran homogeneidad
interna y por otro que la heterogeneidad entre los grupos sea máxima.

La aplicación de un Análisis de Clasificación (o Análisis Cluster) a una encuesta de gran tamaño nos
revelará gran información respecto a los individuos y las características que se recogen en ella. Nos pon-
drá de manifiesto patrones de comportamiento y relaciones entre las respuestas. En definitiva, podemos
considerar está técnica como un medio de extracción de «conocimiento» en los datos.

Algunas de las ventajas o posibilidades que nos proporcionan los resultados obtenidos son los
siguientes:

1. Describir. La clasificación en grupos homogéneos junto con la enumeración de sus característi-
cas supone sin duda un proceso descriptivo de la encuesta.

2. Síntesis Multivariante. La partición generada constituye una nueva variable que nos muestra una
visión sintetizada de toda la información. Esta visión no se tiene cuando el proceso de descrip-
ción de la encuesta consiste simplemente en la obtención de tablas cruzadas entre las variables
más importantes.

3. Relaciones. La descripción de las clases obtenidas en función de otras variables, que no han inter-
venido en la obtención de la tipología, proporciona una herramienta de análisis de relaciones
entre las variables que no requiere las restricciones y suposiciones que asumen modelos como
el de la regresión lineal múltiple.

4. Evolución. Predicción. En encuestas que se repiten en el tiempo pueden obtenerse tipologías y
observar como cambian o evolucionan en el tiempo. Esto permite descubrir como evoluciona
una determinada población y como consecuencia hacer algún tipo de predicción.

ESTRATEGIA DE CLASIFICACIÓN

La estrategia se lleva a cabo haciendo un uso complementario de las técnicas factoriales y de clasi-
ficación. Se sigue la metodología del programa estadístico de Análisis de Datos  SPAD.

Etapa 1.Análisis Factorial

En una etapa previa a la clasificación se lleva a cabo un análisis de Correspondencias. Estas técnicas
constituyen un procedimiento exploratorio de las relaciones multivariantes de un conjunto de variables
de tipo cualitativo. Se obtienen unas nuevas variables, llamadas ejes o variables factoriales, obtenidas de tal
forma que, un número reducido de ellas, sintetizan de manera óptima la información proporcionada por
las variables originales.

Las tres principales razones para la realización previa de un análisis factorial son las siguientes:

1. Tienen gran poder de descripción de grandes tablas de datos.

2. Las coordenadas factoriales son variables de tipo cuantitativo, más adecuadas para los algorit-
mos de clasificación.
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3. Las coordenadas factoriales permiten trabajar con un número menor de variables que las origi-
nales y aplicar un filtrado que consiste en trabajar con la información fundamental, eliminando
posible ruido.

La selección del número adecuado de ejes que se retienen para aplicar los algoritmos de clasifica-
ción se realiza observando los autovalores. Se tiene en cuenta la cantidad de información acumulada.

Etapa 2. Clasificación a partir de Factores

Los algoritmos de clasificación se clasifican en dos grandes grupos:

a) Métodos jerárquicos: Se agregan los elementos iterativamente.Tienen la ventaja de que observan-
do el proceso de agregación puede deducirse un número adecuado de clases. Sin embargo sólo
son adecuados cuando el número de objetos a clasificar no es muy elevado.

b) Métodos de optimización: Son rápidos y eficientes para clasificar un gran número de objetos pero
hay que especificar a priori el número de clases y la partición final depende de los primeros cen-
tros seleccionados.

La estrategia de clasificación más adecuada combina estos dos métodos y se lleva a cabo en tres fases:

– Partición preliminar. Clases estables.

El objetivo en esta fase es reducir el número de elementos a clasificar para poder aplicar después
una técnica jerárquica. Como resultado se obtienen grupos de individuos con la garantía de ser muy
homogéneos.

Como ya se ha indicado, particiones generadas por los métodos de optimización, como el de las
k-medias o centros móviles, dependen de los centros iniciales y del número k especificado. Entonces se
procede a aplicar éstos métodos con varias particiones de base, a partir de diferentes conjuntos de cen-
tros iniciales.

Si un conjunto de objetos siempre se clasificaron juntos en cada una de las particiones generadas
quiere decir que son muy similares y forman una clase estable. El número de clases estables suele ser de
varias decenas.

– Agregación jerárquica de clases estables.

Dado que las exigencias de similaridad en la fase anterior son muy fuertes, algunas clases estables
pueden estar muy próximas entre sí y deberían fusionarse. Por otro lado, se obtienen frecuentemente
grupos con uno o muy pocos objetos.

El número de clases estables obtenido es muy inferior al de objetos iniciales por lo que permite
ahora aplicar los algoritmos de agregación por pasos. La agregación jerárquica fusiona grupos muy pró-
ximos y agrega los elementos aparentemente dispersos con la clase más próxima.

Los estudios realizados sobre técnicas de clasificación han puesto de manifiesto que el Método de
Ward y el algoritmo denominado de Enlace Promedio son las opciones más eficientes para descubrir la
estructura de homogeneidades presente en un conjunto de datos.

La medida de similaridad utilizada en el proceso de agregación de WARD mide la proximidad entre
dos clases teniendo en cuenta no solo las distancias entre los centros, si no también el tamaño de los
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grupos que se fusionan en cada nivel. Esto tiende a evitar la formación de clases con un número de ele-
mentos muy pequeño.

El proceso utilizado en el método de Ward tiene una interpretación adicional pues se minimiza una
función objetivo basada en la descomposición de la varianza DENTRO/ENTRE. Se minimiza el incremen-
to de la varianza DENTRO producido por la fusión de dos clases.

– Partición final.

El proceso de agregación se representa en un árbol jerárquico, junto con un  histograma de los
índices de agregación en cada paso.

Cada corte efectuado en el árbol da lugar a una partición o tipología.

El corte más conveniente se deduce por observación y análisis de los saltos o escalones en el his-
tograma de los índices de agregación.

Si los dos grupos que se unen en un momento determinado están muy separados respecto a las
fusiones previas, entonces se genera un salto importante en los índices, apareciendo un escalón en el his-
tograma. Puesto que los dos grupos son los dos más próximos se puede concluir que en el nivel ante-
rior todos los grupos están muy distantes por lo que nos interesa detener el proceso de agregación en
ese paso.

Por último, para mejorar la partición seleccionada, se procede a un nuevo procedimiento llamado
de consolidación. Este último proceso de optimización consiste en asignar cada caso a la clase más próxi-
ma. La reasignación se realiza las veces que sea necesario hasta que no hay cambios de clase. De esta
forma se aplica de nuevo una técnica del tipo de las k-medias considerando como partición inicial la selec-
cionada en el proceso jerárquico.

CARACTERIZACIÓN DE CLASES

Los individuos que se han clasificado en la misma clase se parecen en las variables elegidas para el
análisis. Es necesario precisar y relacionar los criterios que han dado origen y explican las agrupaciones
observadas.

Las características de cada clase quedan determinadas por las variables que presentan en ella
medias o porcentajes superiores (o inferiores) a los valores medios en el conjunto total de individuos.
Aunque esto es equivalente a comparar medias o porcentajes en la clase y fuera de la clase, esta forma
de proceder facilita la interpretación de las clases.

Estas diferencias de medias o porcentajes dan lugar a estadísticos que se contrastan con una dis-
tribución normal N(0,1), lo que permite determinar las variables más características.

Los métodos de clasificación anteriores se aplican con las coordenadas factoriales, pero las clases
definitivas se describen en función de las variables originales del estudio.

Esta caracterización se realiza para dos grupos de variables:

a) Las variables activas que son las que han intervenido en las coordenadas factoriales y la deter-
minación de las clases.
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b) Las variables ilustrativas, que no han intervenido en la construcción de las clases pero que parti-
cipan en su descripción, facilitando su caracterización e identificación futura.

Para cada clase se ordenan de las variables según su significatividad estadística. Seleccionando, para
cada clase, las variables más características y calculando su media o porcentaje en al clase se determina-
rá el perfil-tipo de la clase.

Variables cuantitativas

La caracterización de un tipo o clase Ck consiste en comparar los valores de las variables obser-
vados en los n·k casos de la clase fijada respecto a los valores de la variable en el conjunto total de n
casos.

La comparación se realiza entre la media dentro de la clase y la media total siguiendo el proceso
estadístico siguiente.

Sea  la media de la variable V
_
j calculada sobre el conjunto total de n casos y  la varianza corres-

pondiente.

Sea la V
_
k media en los n·k casos de la clase que se caracteriza.

Bajo la hipótesis nula de que los n·k casos fueron colocados al azar en la clase Ck, extrayendo sin
reemplazamiento entre los n casos posibles, se calcula la esperanza y varianza de V

_
k :

Entonces si n y n·k no son demasiado pequeños la expresión

sigue aproximadamente una distribución Normal N(0,1) y recibe el nombre de Valor Test. Un valor
positivo de Valor Test indica que la media dentro de la clase es superior a la media general.

Las variables se clasificarán por orden de importancia en función de estos valores, de tal forma que
la variable más típica de la clase estudiada es la correspondiente a la más pequeña probabilidad crítica.

Las variables que no aparecen en la lista que caracteriza una clase presentan valores similares den-
tro de la clase y en el total.

Variables cualitativas

Para las variables cualitativas o categóricas se analiza el porcentaje de sus modalidades o estados.

Dada una clase Ck de n·k casos la hipótesis nula supone que éstos son extraídos al azar entre los
n casos de la muestra total.
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Las frecuencias de una modalidad en la clase Ck y las marginales forman la tabla siguiente:

La hipótesis nula llevaría a una igualdad de porcentajes:

mientras que en caso contrario se obtiene que el porcentaje de casos con modalidad s es mayor
en la clase Ck que en la muestra total.

La diferencia entre estos dos porcentajes se contrasta con un estadístico, calculado a partir de la
variable aleatoria N = frecuencia de la modalidad s en la clase Ck . Si los casos son extraídos al azar, N
sigue una ley hipergeométrica y se calcula

Una probabilidad pk(s) pequeña rechazaría la hipótesis nula, pues indica un valor de nsk extremo
respecto a ns·

En la práctica se aproxima la ley hipergeométrica por una variable N(0,1), obteniéndose un coefi-
ciente usk . Observando su nivel de probabilidad en una N(0,1) obtenemos la significatividad de cada
modalidad.

Se ordenan las modalidades en orden de significatividad dentro de la clase estudiada. Las modali-
dades que no aparecen en la lista que caracteriza una clase presentan porcentajes estadísticamente simi-
lares dentro de la clase y en el total.

Clase k Resto de las clases Total

Modalidad s nsk ns - nsk ns·

Resto de Modalidades n·k - nsk Resto n - ns·

Total n·k n - n·k n
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